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Abstract: Optical endoscopy has emerged as an indispensable clinical tool for modern minimally
invasive surgery. Most systems primarily capture a 2D projection of the 3D surgical field.
Currently available 3D endoscopes can restore stereoscopic vision directly by projecting laterally
shifted views of the operating field to each eye through 3D glasses. These tools provide surgeons
with informative 3D visualizations, but they do not enable quantitative volumetric rendering of
tissue. Therefore, advanced tools are desired to quantify tissue tomography for high precision
microsurgery or medical robotics. Light-field imaging suggests itself as a promising solution
to the challenge. The approach can capture both the spatial and angular information of optical
signals, permitting the computational synthesis of the 3D volume of an object. In this work, we
present GRIN lens array microendoscopy (GLAM), a single-shot, full-color, and quantitative 3D
microendoscopy system. GLAM contains integrated fiber optics for illumination and a GRIN
lens array to capture the reflected light field. The system exhibits a 3D resolution of ∼100 µm
over an imaging depth of ∼22 mm and field of view up to 1 cm2. GLAM maintains a small form
factor consistent with the clinically desirable design, making the system readily translatable to a
clinical prototype.

© 2022 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Physicians are accustomed to endoscopes that provide two-dimensional images originating from
three-dimensional structures. However, surgeons’ access to topological information in the axial
dimension of the surgical field facilitated by rigid 3D endoscopy has been reported to reduce
operation times and errors, especially in surgeries involving significant in-depth extension or
3D tissue complexity [1–9]. Furthermore, 3D endoscopy has shown promise for improving the
learning experience of medical trainees [10–12].

Current clinical technologies incorporate stereoscopic imaging principles, in which two
apertures record the tissue landscape simultaneously. The surgeon relays this information as
a 2D image on either a head-mounted display or a specialized monitor that can be converted
to a 3D perception using polarized eyewear [1]. While demonstrating the power of restoring
depth perception to minimally invasive surgery, stereoscopic approaches suffer ergonomic
and analytical downsides. Practically, the eyewear can cause dizziness and headaches after
long periods of use, with some surgeons reporting excessive strain with the stereoscopic
systems compared to conventional 2D endoscopy, even though operation times can be reduced
[3,13]. Additionally, stereoscopic vision lacks quantitative 3D recording and reconstruction for
intraoperative decisions, subsequent diagnostics, or data storage. As a result, surgeries may
require other imaging procedures such as micro-CT or MRI to quantify the 3D morphology of
tissue [14,15]. Indeed, acquiring quantitative volumetric information during surgical procedures
has significant implications for diagnostics, treatment, and integration with digital and robotic
devices.

#447578 https://doi.org/10.1364/BOE.447578
Journal © 2022 Received 2 Nov 2021; revised 10 Dec 2021; accepted 13 Dec 2021; published 5 Jan 2022

https://orcid.org/0000-0001-7030-9255
https://orcid.org/0000-0001-6854-7537
https://doi.org/10.1364/OA_License_v2#VOR-OA
https://crossmark.crossref.org/dialog/?doi=10.1364/BOE.447578&amp;domain=pdf&amp;date_stamp=2022-01-05


Research Article Vol. 13, No. 2 / 1 Feb 2022 / Biomedical Optics Express 591

In contrast, to achieve 3D reconstruction without eyewear, computational approaches to
stereoscopic endoscopy such as deformable shape-from-motion and shape-from-shading have
been proposed to quantify the 3D surface [16]. However, these algorithms are highly sample-
dependent and may suffer from reduced temporal resolution due to required probe translation.
Other quantitative approaches to stereoscopic imaging using epipolar geometry and the pinhole
camera model have been shown to attain quantitative results but remain limited by the nonuniform
field of view due to the use of only two apertures [17,18].

Light-field imaging is an optical methodology that addresses the limitations of the two-
aperture approach in stereoscopic imaging. Light-field imaging, often used in 3D microscopy, is
characterized by sampling the 2D spatial and 2D angular components of the light field with a
lens or camera array [19–21]. For example, this approach has been applied to endoscopy by Orth
and colleagues, who demonstrated that 3D light-field imaging could be obtained with a flexible
multi-mode fiber bundle [22]. In contrast, rigid light-field endoscopy and otoscopy systems have
also been proposed, utilizing microlenses or tunable electro-optic lens arrays, both of which,
however, lead to a significant reduction in lateral resolution [23–28]. Therefore, there remains
a demand for lens-based 3D endoscopy techniques that maintain high spatial resolution while
providing quantitative depth information.

In this work, we demonstrate fast, 3D, multi-color microendoscopic imaging achieved by
using a hexagonal gradient index (GRIN) lens array. This GRIN lens array microendoscopy
system, or GLAM, provides a quantitative 3D imaging methodology with a high lateral and
axial resolution. With the capability to detect the depth of features with sub-millimeter accuracy,
GLAM is designed to meet many of the functional and physical requirements of a practical
endoscope, including a small-diameter stainless steel shaft, built-in illumination, and multi-color
imaging. With this combination of optical functionality and realistic endoscope design, GLAM
demonstrates that quantitative 3D light-field imaging using GRIN lenses can be practically
applied to rigid endoscopy, paving the way for future development using this optical paradigm.
We expect GLAM to provide a necessary prototype to increase operative safety and efficiency
with further implications on improving instrument control during robotic surgery.

2. Methods

2.1. Device instrumentation

In this study, we used a hexagonal GRIN lens array (GLA) to harness the benefits of light-field over
stereoscopic imaging while mitigating the imaging quality trade-offs induced with conventional
light-field methods (Fig. 1). Due to their optical properties, GRIN lenses can maintain a high
numerical aperture (NA) within a physically confined space, allowing for dense 2D spatial
sampling [29]. In this work, we incorporated our previous optical proof of concept of GRIN lens
array imaging [30] into a handheld, compact, full-color realization with integrated illumination.
Using 1-mm diameter GRIN lenses, we acquired 2D angular information at a pitch of 1.4 mm,
keeping the entire probe diameter under 5 mm, consistent with 3D endoscopes currently used in
the clinic [6] (Fig. 1(a)). In this sense, one 2D camera frame, consisting of seven angular elemental
samples, one on-axis and six off-axis, permits a dense sampling of the light field to produce a
quantitative 3D reconstruction. The GLAM prototype also contains six integrated optical fibers
between the GRIN lenses for onboard illumination (Fig. 1(a),(b)). Additionally, we integrated
full-color acquisition, gaining a more natural vision for better practicality (Fig. 1(a),(b)).

The detailed design and cross-sectional views can be found in Appendix 1 and Fig. 8. In
brief, GLAM is constructed from a combination of off-the-shelf components and custom 3D
printed parts. All custom parts were designed in SOLIDWORKS and printed with a resin 3D
printer (Form 2, FLGPBK023D, Formlabs). The GLAM imaging probe is composed of an inner
3D printed core that houses seven 1-mm diameter 0.5NA GRIN lens assemblies (GRINTECH,
GT-ERLS-100-005-150) arranged with a pitch of 1.4 mm hexagonally within individual tubes.
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Fig. 1. GRIN lens array microendoscopy (GLAM) design and image formation. (a)
CAD model of the endoscope assembly. (b) Assembled endoscope system with overlaid
dimensions of the insertion tube. Inset shows a close-up of the 3D printed core of the
insertion tube that holds the seven GRIN lenses and six illumination fibers. (c) Schematic
diagram of light propagation through the system. RL, doublet relay lenses.

The GRIN lens assembly consists of a plane surface GRIN lens objective with a working distance
of 5mm fused to a 15mm rod lens. Illumination is provided by an LED source (Thorlabs,
MWWHF2), and the outside of the core has six grooves for threading optical fibers (Thorlabs,
BF72HS01) between the inner core and outer sheath. The outer sheath is a 304 Stainless Steel
Tube (McMaster-Carr, 8987K7) with an outer diameter of 0.203” (5.15 mm) and a wall thickness
of 0.01” (0.25 mm). The probe fits into a custom holder with a side access door to align the
lenses (Fig. 1(a),(b) and 8). The fibers were threaded through isolated channels in the holder,
beyond which the coated GRIN lenses were extended to relay the image without significant
interference from the light leakage. The image is relayed by an achromatic lens pair (Thorlabs,
mAP103040-A) to a color camera (Basler Ace 304 acA1920-25uc).



Research Article Vol. 13, No. 2 / 1 Feb 2022 / Biomedical Optics Express 593

2.2. Algorithmic framework

We utilize a ray-optics reconstruction without any computationally costly deconvolution to reduce
the computational burden for eventual clinical application [31]. This approach enables full-color
quantitative reconstruction of spatially dense samples over centimeters of depth while reducing
reconstruction time by more than an order of magnitude over the previous wave-optics model
[30]. The current reconstruction time at a speed of ∼0.9 seconds per millimeter can be further
increased when integrated with the GPU architecture. The reconstruction procedure is based on
the optical parametrization outlined in Fig. 1(c). Each lens samples a differently angled cone of
light rays reflected from each point on the object. The object space coordinates are denoted as
(xo, yo, zo), and the image space coordinates are denoted as (xξ , yξ ). GRIN lenses are spaced with
a pitch of αo in object space and correspondingly, αξ in image space. The ray optics formulation
of the light-field reconstruction can be derived as a shearing process in 3D space [27,32]. For
GLAM, the mapping of the object space to the image space over an axial depth z is given by
the depth-dependent magnification function M(z). By pre-calibrating the magnification of the
system, each layer of the 3D reconstruction can be encoded with a quantitative depth. A detailed
discussion of the point-spread function (PSF) calibration can be found in Appendix 2. The latest
version of the software is available in Ref. [31].

3. Results

3.1. Chromatic characterization

GLAM is calibrated through the acquisition of the PSF of the system. A pinhole is aligned along
the optical axis of the center GRIN lens and translated axially. Figure 2(a) shows the schematic

Fig. 2. Chromatic calibration of GLAM. (a) Schematic representation of axial chromatic
aberration in the system. Inset shows laterally displaced RGB PSF positions in the off-axis
elemental images. (b) Axial stack projection (step size= 50 µm) of the RGB PSF within an
axial range of 22 mm. Inset shows the zoomed-in image of the yellow boxed region. The
colors can be clearly resolved closer to GLAM, indicating an enhanced axial resolution. (c)
Projection of the PSF shift from lens center for each elemental image along the y-z axis. A
0-10 mm axial displacement range is shown for better visualization of the point separation
close to the endoscope. Scale bars: 20 µm (a), 500 µm (b), 50 µm (b, inset).
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Fig. 3. System characterization using M(z). (a) Magnification of RGB as a function of
the distance of the object from the system. Solid lines show the average magnification for
each color, and the shaded areas represent the standard deviation over all the lenses. (b) FOV,
defined as the overlapping region of all seven lenses in the reconstruction. (c) The Nyquist
sampling resolution limit of the system. (d) Axial resolution given as the smallest resolvable
axial shift over distance.

depiction of the RGB acquisition and one axial plane of the resulting RGB PSF. Chromatically
dependent displacement can be observed in the six off-axis GRIN lenses, with longer wavelengths
tending towards the center of the GLA and shorter wavelengths shifted outward from the center.
As the off-axis lenses capture angular information of the pinhole on the central optical axis, this
displacement is a direct measurement of the axial chromatic effect in the system, an aberration
common to GRIN lenses [33]. As the pinhole is translated towards the system, the chromatic
shifts change as a function of the magnification, as shown in Fig. 2(b), displaying an x-y projection
of the entire 3D PSF over an axial range of 22 mm. It can be seen that the RGB pinhole images
are more spread apart when the pinhole is close to the system and gradually come closer together
as moved away. The corresponding pixel shifts are quantified as in Fig. 2(c), where the shift
value is projected along the y-z axis. With the ray-optics model described in Appendix 2, we
determine the axial offset between the RGB channel images to be ∼36 µm, reasonably close to
the nominal value of ∼24 µm provided by the manufacturer for the GRIN-relay system alone.

3.2. Theoretical resolution and field of view

The RGB magnification curves were averaged prior to fitting the model to determine the average
pinhole position, shown in Fig. 3(a). The magnification function of the system determines
the pixel size of the image space, which sets the upper limit on the field of view (FOV) and
sampling resolution (Fig. 3(b),(c)). The FOV is a function of axial distance and is defined here
as the area where all seven lenses contribute intensity information within each reconstructed
axial plane. Such an area exhibits the highest SNR for the final image, though regions outside
this FOV can still contribute to the reconstruction [30]. Individual RGB lens M(z) data and
experimental measurements of the FOV are shown in Appendix 3. With our model, the sampling
resolution remains under 250 µm and the FOV can achieve 1 cm2 at 20 mm away from the system
(Fig. 3(b),(c)). The sampling resolution becomes worse due to the effects of diffraction and
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aberrations present in the system. The axial resolution limit of GLAM can be conceptualized
in opaque samples as the smallest axial shift that translates to a measurable lateral shift on the
camera. Figure 3(d) shows the theoretical limit for axial translations or topological features that
can be resolved with GLAM.

3.3. Characterization of lateral resolution

Experimentally, the axially-dependent magnification of the system within a range of 0-22 mm
from the endoscope was determined using the PSF (Fig. 4(a)). The magnification can also be
used to calculate the effective image pixel size at different depths, which were used to estimate
the resolution of the system. To quantify the lateral resolution of GLAM, we mounted and
imaged a USAF resolution target (R1DS1N, Thorlabs) on a motorized linear translation stage.
These images of the target were taken using transmitted light. Figure 4(b) shows a fused image
of the RGB intensity values recorded from 2.85 mm away, and the red line indicates element
5 of group 4 on the target as the finest resolvable element. The intensity graph along the red
line is shown in Fig. 4(c), where the three bars of the element were identified using Gaussian
fitting. The distance between peaks was used to estimate the resolution at that depth, and the
data for fused RGB images at all measured depths are shown in Fig. 4(d). The lateral resolution

Fig. 4. Experimental system characterization. (a) Magnification of RGB as a function
of distance from the system. Solid lines show the average magnification for each color, and
the shaded areas represent the standard deviation over all the lenses. (b) Reconstructed RGB
images of the USAF target taken at 2.85 mm away from GLAM. Inset shows the zoomed-in
image of Group 4 (physical size: 535 µm× 1173 µm). (c) The black curve shows the overall
intensity profile along the finest resolvable elements indicated by the red line in (b). The red,
green, and blue curves represent the Gaussian-fitting of the three corresponding bars. (d)
Measurements of the experimental lateral resolution obtained for RGB data as a function of
distance from GLAM. The magenta points represent the real distance between the bars as a
function of distance from GLAM, and the dashed line represents the line of best fit for the
data. Scale bar: 1 mm.
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exhibits a linear trend, extending from 38 µm to 162 µm across a depth range of 1.85-21.75 mm
away from the endoscope, consistent with the predicted results in Fig. 3(c). Due to chromatic

Fig. 5. Axial resolution measurement. (a) Raw, full-color endoscope image of a USAF
resolution target angled at 20°. (b-d) Full-color reconstructions with true color overlaid with
a color gradient to show depth. (b) Full-color reconstruction of the angled USAF target. (c)
Full-color reconstruction of the (2, 2) bars, white boxed in (b). (d) Reconstruction of the
(2, 2) set of bars after isolating the weighted maximum intensity, exhibiting the clear depth
gradient. (e) Projected top view of the reconstruction in (c). (f) Projected top view of the
reconstruction in (d). (g) Intensity profiles of the projected bars in (f). Gaussian fitting gives
centers of the intensity profile of each bar at 6.460 mm, 6.523 mm, and 6.611 mm from the
tip of the endoscope, showing a resolved 88-µm distance between the bars with centers at
6.523 mm and 6.611 mm. Scale bars: 500 µm (a), 750 µm (b), 100 µm (c, d), 50 µm (e, f,
vertical), 200 µm (e, f, horizontal).
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aberration, the actual distances between element bars of the USAF target group are slightly larger
than the experimental values. The detailed data for characterizing the lateral resolution for each
color can be found in Appendix 4 and Fig. 14.

3.4. Characterization of axial resolution

The axial resolution of the system was measured using the same USAF resolution target and
transmitted light. The USAF target was mounted on a rotating stage, allowing imaging of the
target at a range of angles. Angling the target introduced a variable deviation in the axial position
of the bars on the target that was used to determine the smallest axial distance that the system
could resolve. The target was imaged at 0°, 10°, 20°, 30°, 40°, and 45° angles. The distance
between the target and the endoscope was such that the middle bar of the (2,2) group on the USAF
target was 6.5 mm from the endoscope when the target was angled at 20° (Fig. 5). At each target
angle, as shown in Fig. 5(a), the raw image was used to generate the full-color reconstructions
shown in Fig. 5(b), which were color-coded according to the depth due to the angling of the
target. The reconstructions were then processed by isolating the weighted maximum intensity of
each pixel throughout the reconstruction stack to remove out-of-focus information in the z-axis
(Fig. 5(c)-(f)). The intensity profiles of the bars in the z-axis of the top-view projection (x-z
projection) were each fit to a Gaussian distribution (Fig. 5(g)). We measured that the system is
able to resolve the axial distance between the two Gaussian curves separated by 88 µm, consistent
with the theoretical distance of 76 µm for the adjacent bars on the USAF target angled at 20°.

3.5. Phantom curvature estimation

Next, to further assess the depth estimation ability of the GLAM system, we imaged a phantom
target resembling red and blue blood vessels that were wrapped around a half-inch diameter tube.
Figure 6(a) depicts the raw image of the target through the center GRIN lens of the endoscope.
A color reconstruction was made from the data. The reconstruction was then converted to the
grayscale intensity, and the intensities were inverted to aid in processing. For each pixel, a plane
of focus was determined using the intensity and a weighted maximum approach. The planes

Fig. 6. Imaging phantom curvature. (a) Raw image from center endoscope lens
of phantom blood vessels wrapped around a 0.5-inch diameter cylinder. (b) Full-color
reconstruction of the phantom target, shown in an inverted grayscale image. The weighted
maximum of each pixel in the reconstruction stack was extracted, and the resulting stack
slices were projected into a single plane. (c) Depth-coded reconstruction in (b) with distance
from the endoscope shown by a color gradient. (d) Projected top view of the reconstruction
stack along the yellow line in (b). The profile was fitted with a dashed circle with a diameter
of 0.546 inches. Scale bars: 1 mm (a-c). 500 µm (d).
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of focus ranged between 3.04 mm and 5.99 mm away from the endoscope. Figure 6(b) shows
a projection of all stack slices into a single plane. Figure 6(c) displays the reconstruction with
a color gradient to represent the depth of the plane of focus for each pixel, consistent with the
expected depth estimation where the center of the phantom target is closer to the endoscope
compared to the outer edges of the target. Figure 6(d) shows a top-down view projection of the
reconstruction in Fig. 6(b) along the yellow line. The sections of pixels that had a more horizontal
trend were used to fit a circle to estimate the surface curvature of the target. The curvature
rendered a 0.546-inch diameter, consistent with the actual 0.5-inch diameter of the cylinder.

Fig. 7. Imaging phantom heart model. (a) 2D Image of the model with the features
used in this figure marked. (b, e, h, k, l, o) Full field-of-view reconstruction slices at
various depths z= 3.90, 13.95, 12.00, 8.45, 13.65, 11.60 mm from the tip of the endoscope,
respectively. (c, f, i, k, m, p) Corresponding zoomed-in images of the boxed regions of (b,
e, h, j, l, o), respectively. (d, g, n, q) Intensity profiles plotted along the red bars in (b, e, l,
o), respectively. The red line in (d) indicates the region of the steepest intensity profile. (r)
Volumetric rendering of the model. Scale bars: 1.5 mm (b), 4.0 mm (e), 3.5 mm (h), 2.5 mm
(j), 3.0 mm (l, o), 0.5 mm (c, f, i, k, m, p).
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3.6. Quantitative 3D reconstruction of a phantom heart

Lastly, we validated the performance of the GLAM system for phantom organs that contain
fine features at various axial positions. In particular, the anatomical structures within a 3D
printed heart model were imaged (Fig. 7). With the light-field acquisition, we reconstructed the
volume of the model and generated the synthesized stack slices (e.g., Fig. 7(b),(c) at z= 3.90
mm from the tip of the endoscope). Here, we finely determined the depth of the features by
locating the reconstruction stack slice with the steepest slope in the intensity plot (e.g., Fig. 7(d)),
and a more detailed explanation for this process can be found in Appendix 5. For example, we
selected several reconstructed features at the depths z= 13.95 mm (Fig. 7(e) and 7(f)), 12.00
mm (Fig. 7(h) and 7(i)), and 8.45 mm (Fig. 7(j) and 7(k)). In comparison, the digital caliper
measurement of these features resulted in corresponding physical distances at 13.92 mm, 11.72
mm, and 8.26 mm, indicating good agreement of the quantitative depth rendering using GLAM.
Caliper measurements were made relative to the flat face shown in Fig. 7(b),(c) and boxed in
purple in Fig. 7(a). Furthermore, the structures of the heart model with feature sizes of 100-200
µm can be well resolved (Fig. 7(g), 7(n), and 7(q)), consistent with the prior calibrated lateral
resolution of ∼100 µm at these corresponding depths (Figs. 3–4). In Fig. 7(r). a volumetric view
of the sample generated with a maximum brightness 3D projection algorithm in Fiji [34].

4. Discussion and conclusions

In summary, we demonstrate GLAM, a compact, single-shot, full-color, and quantitative 3D
microendoscopy system. By subsampling the angular component of the light field, we gain
access to the axial dimension, achieving a 3D resolution of ∼100 µm over an imaging depth of
∼22 mm and field of view up to ∼1 cm2. The system incorporates a GRIN lens array instead of
the two-lens stereoscopic scheme, promising an alternative paradigm for clinical applications
requiring high-resolution, quantitative volumetric measurements. GLAM exhibits a small form
factor, a prototype readily translatable to further preclinical and clinical testing.

Specifically, in our approach, we utilize the system PSF for pre-calibration of the 3D
reconstruction algorithm. This has the advantages of 1) considering misalignments or other
experimental anomalies and 2) making the quantitative 3D reconstruction sample-independent.
One current limitation of the PSF calibration approach is that it assumes a nominal lens separation
of 1.4 mm. This may be slightly different between each lens due to inhomogeneities in the 3D
printed core. Future versions of the analysis software could address this by calibrating the lens
pitch directly to the GLAM system. Also, this may improve the estimation of the PSF offset and
GRIN-to-relay spacing. For the reconstruction, speeds of ∼0.9 seconds per millimeter have been
obtained over multiple millimeters of depths without any further optimization of the algorithm or
processing hardware. Through use of a GPU and optimization of the reconstruction algorithm
to fully utilize this hardware, the reconstruction algorithm should be able to obtain video-rate
real-time 3D imaging and visualization.

The use of the GLA enables quantitative depth estimation and allows for simple chromatic
calibration for accurate RGB depth encoding. The pinhole image offsets in the off-axis elemental
images provide a quick readout for axial chromatic aberrations in the GLA, which we have
incorporated into the system magnification function M(z). Traditionally, this information would
be obtained through a more complicated imaging protocol involving scanning optics and a
fluorescent sample. In contrast, this calibration method offers a fast readout of axial aberrations
suitable for incorporating into the downstream analysis.

The 3D reconstruction obtained with the GLAM system demonstrates robust axial sectioning
capability and shows recovered depth information about opaque, reflective samples on the
microscale. Notably, the GLA assembly used in this system can be used as a blueprint that is
readily reconfigurable and scalable by altering the pitch and focal distance of the system to match
desired applications. Additionally, GRIN-to-relay spacing or additional relay lenses can tune the
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magnification function as needed. Increasing the pitch will improve axial resolution with the
trade-off of a smaller field of view and a more prominent form factor, while decreasing pitch
has the opposite effect. An exemplary effect of adjusting GRIN-to-relay spacing can be seen in
Fig. 10 in Appendix 2.

The use of integrated illumination is another characteristic that makes the endoscope system
viable for practical use. Around the GRIN lens array are six optical fibers, which provide uniform
illumination to the area in front of the endoscope. A computer can continuously control the
intensities of the illumination to provide the appropriate amount of lighting for data sampling.

The properties, including the high 3D resolution, full-color acquisition, and computational
simplicity, promise GLAM for future advancement and realization for surgical procedures.
Furthermore, the system offers the potential to integrate quantitative 3D imaging with other
devices such as surgical robotics to conduct more accurate automated 3D navigation within tight
spaces in the body. Such a strategy for microimaging in three dimensions could be extended
beyond the medical realm for general engineering and manufacturing purposes.

Appendices

Appendix 1: Additional system details

The simulated magnification shown in Fig. 3(a) was calculated through application of the thin lens
approximation, 1

f =
1
do
+ 1

di
, where do is the distance from the lens to the object, f is the focal

length of the lens, and di is the distance from the back of the lens to the image. The focal length
of the GRIN lenses was calculated as fg = 1

nog sin(gl) , where n0 is the center index of the GRIN
lens, g is the gradient constant, and l is the length of the lens. These equations were applied along
with the magnification equation, M = di

do
, where di is the distance between the lens and the image

and do is the distance between the lens and the object, to generate the magnification function for
the system, M (z), as shown below [see Eqs. (1)–(7)]. This magnification equation was then used
to simulate the lateral and axial resolution of the system, as described in Appendix 3.
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Fig. 8. Transparent and cutaway renderings of GLAM. (a) A CAD model of the GLAM
showing fiber implementation into the imaging probes. Each fiber is individually threaded
into the imaging probe. (b) Cutaway view of the GLAM system showing the GRIN lens
extension past the fiber entry point followed by two achromatic doublets and the CMOS
RGB camera. (c) Cutaway view of the GLAM system with highlighted lenses and distances
used for magnification simulation.

Appendix 2: System calibration

A light-field system maps axial shifts in the object space to lateral shifts in the image space – thus
encoding the depth into 2D information. The reconstruction process is an inverse mapping, i.e., a
back projection. As a pre-calibration step for reconstruction, the PSF of the system is acquired as
depicted schematically in the box within Fig. 9(a). First, a pinhole is aligned on the optical axis
of the center lens and placed as close as possible to the system – displaced by an arbitrary offset
O. Light from the pinhole passes first through each of the seven lenses, six of them offset from
the center lens by a pitch α0, and then through the achromatic lens pair to form the final image
on the camera. The distance from the relay lens to the camera is a set parameter in our system,
while the distance from each GRIN rod lens to the relay lens pair is tunable during alignment,
thus represented by the distance variable a. The final magnification of the pinhole image can be
seen in this case as M = hξ

ho
=

(xξ−αξ )

αo
. As the pinhole is translated in steps of ∆z0 = 50 µm,
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there is a corresponding shift in image space given by ∆xε . The shift ∆xε is proportional to the
magnification change of the system over ∆zo, M(∆zo) =

hξ

ho
=

(∆xε−αξ )

αo
. Figure 9(b) shows a

cumulative z projection of the entire PSF volume. Though the pinhole remains on the optical
axis in the center lens, and thus ho is not changing, we can see that xε has changed for every axial
shift according to the depth-dependent magnification of the system M(z). Using the information
provided by the PSF as a guide, the reconstruction procedure shifts and averages the seven sub
images at each axial step. At each step, the images are overlapped such that each off-axis sub

Fig. 9. Magnification model. (a) Two different positions of the pinhole are represented by
the green dot. With each axial shift, ∆z0 is encoded in the PSF with a lateral shift ∆xε . GR
is the GRIN/relay system, RL is the achromatic doublet relay lens pair. The two variables O
and a represent the offsets of the PSF region from the system and the GRIN-to-relay spacing,
respectively. (b) An x-y projection of the PSF volume, showing the cumulative shifts in the
pinhole image in the off-axis lenses, proportional to the magnification of the system.

Fig. 10. Ray-optics simulations of M(z). Simulations of changing GRIN-to-relay distance
over a 40-mm axial distance. The farther the lenses are from each other, and the more
gradual the magnification decrease will be. This corresponds to a larger FOV but lowers the
axial and lateral resolution. A changing O parameter can be conceptualized as shifting this
graph left or right for different offsets.
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image of the pinhole would align with the center image, thus ensuring that each axial plane of the
reconstruction is in focus.

To fully characterize the mapping from the object to image space, we further solved for the
unknowns offset O and GRIN-to-relay spacing a. This is achieved by fitting the experimental
M(z) with a ray-optics model of magnification in our system. Changing the GRIN-to-relay
spacing will alter the magnitude of M(z), while different PSF offsets will left or right shift the
portion of the curve captured by our PSF. Figure 10 shows example M(z) functions with different
GRIN to relay spacing. The experimental magnification data is fit to this model to simultaneously
solve for both a and O.

Appendix 3: System alignment and characterization

Each of the seven GRIN lenses in GLAM is separately aligned until its image sharpness reaches
a maximum. Characterization of the lens-by-lens alignment of the off-axis lenses can be seen in
Fig. 11.

Fig. 11. Magnification function M(z) per lens. Magnification fits for each of the seven
lenses in a single channel. There are slight shifts in the lenses representing misalignments in
the system. An extra iterative calibration step could be added to pre-calibration to minimize
the difference in these fits before imaging.

The six M(z) functions are averaged in each RGB channel, as shown in Fig. 12. The theoretical
lateral and axial resolution limits shown in Fig. 3(c)-(d) are then derived from the average curve.
The Nyquist sampling resolution limit for lateral resolution is given at each axial position by
Rxy = 2(M(z) × Spixel), where Spixel is the physical size of the camera pixel. The axial resolution
of the system can be thought of as the smallest axial shift that will result in an observable lateral
shift on the camera. This is calculated by finding the size of the axial shift around a given
reference z position that results in a lateral shift greater than the lateral resolution limit on the
camera 2(M(z ± ∆z) × Spixel) > Rxy.

The effective field of view of GLAM will change over the imaging depth depending on the
overlap in the viewing region of each lens as well as the changing effective pixel size Fig. 3(b).
Figure 13 shows FOV images for three distances from the GLAM system. Closer to the system,
there is less overlap from the off-axis lenses, reducing the FOV. Farther away from the system,
the overlap and pixel size increase, resulting in an increased FOV.
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Fig. 12. RGB M(z) with fixed lens spacing (a). As the RGB PSF is acquired for all the
colors simultaneously, parameter (a) should not change between channels. The thick line
shows the bounds of the individual lens fits, whose average is the solid line. The dotted line
represents the fit to the theoretical model. When a is fixed, we can see the shifts in offset
caused by axial chromatic aberrations in the system.

Fig. 13. FOV calibration. The field of view of GLAM was calibrated by reconstructing a
binary mask of the GLA. The top row shows the FOV with all seven lenses, and the bottom
region shows the area where their viewing regions overlap. The latter was considered the
FOV, though other regions can contribute lower SNR information to the reconstruction.
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Appendix 4: RGB lateral resolution

Fig. 14. Measurements of the experimental lateral resolution obtained for red (a), green (b),
and blue (c) intensity data as a function of distance from the system. The magenta points
represent the real distance between the bars of the USAF target as a function of distance from
the system, and the dashed lines represent the line of best fit for their respective data sets.

Appendix 5: Determination of axial focus plane

The axial distances of the heart model features shown in Fig. 7 were determined by first plotting
the intensity of pixels along a line that crosses the edge of a feature. Figure 15 provides an
example of this process for the feature shown in Fig. 7(j) and Fig. 7(k). A range of 15 stack slices
was analyzed for each feature, and for each slice, intensity was plotted along the same line of
pixels. A slope was found for every 5-pixel range along this line using a sliding window method,

Fig. 15. Examples of determining focal plane for features of the heart model analyzed in
Fig. 7. (a), (b), and (c) show images of the feature in (j) and (k) of Fig. 7 at different axial
distances. (d), (e), and (f) show the corresponding intensity graphs along the yellow lines in
the images and the maximum slope was found for each image. Scale bar: 1mm.
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and the stack slice with the steepest slope was determined to be the slice where the edge of the
feature was in focus. Using the data from the magnification program performed previously, the
axial distance from the endoscope was found for the identified stack slice to determine the depth
of the feature. This method was first applied to measure the axial distance to the flat face shown
in Fig. 7(b) and Fig. 7(c) as the digital calipers used to provide a physical verification of the
system’s depth calculation were anchored on this face when measuring to the features shown in
Fig. 7(e) and 7(f), Fig. 7(h) and 7(i), and Fig. 7(j) and 7(k). This process was performed to find
the axial distance to all features shown in Fig. 7. The features in Fig. 7(e), Fig. 7(l), and Fig. 7(o)
were also used to study the lateral resolution capabilities of the system. For these features, the
steepest slope in the intensity plot was not only used to determine the axial distance to the feature,
but the lateral location of the steepest slope in the intensity plot was used to determine the lateral
location of the edge of a feature. Using this method, the lateral locations of two edges were found
for the features marked in Fig. 7(f), Fig. 7(m), and Fig. 7(p), allowing for calculation of the width
of these features.
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